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Abstract

In recent years, many research groups
are trying to quantify the physiological sig-
nals of an individual, proposing new models
to assess the complex dynamics of biologi-
cal control systems. Indeed, life coincides
with the good handling of the structures in
the organism and of physiological control
mechanisms, while disease and death coin-
cide with the loss of structure and of coordi-
nated functions. The homeodynamic sys-
tems which normally govern health are the
same that cause pathological events when
activated inadequately, or rather, when the
balance between order and chaos of the ele-
mentary physiological processes is no
longer effectively controlled in relation to
any type of stress, both external and internal
to the body. In a complex system, loss or
alteration of communication between phys-
iological signals means pathology.

In this paper a signal analysis method
based on Entropy (E), Lyapunov exponent
(1), Median Absolute Deviation (MAD),
Multiscale Entropy (MSE), is proposed to
estimate the complexity of long-range tempo-
ral correlation heart rate (HR) time series for
an elderly person and a young person both
healthy. These new methods could improve
overall understanding of the physiological
system of the human organism, by adopting
new models and experimental paradigms,
such as those of fractality and entropy, who
have the ability to direct from an organ med-
icine to a modern systemic medicine.

Introduction

Currently the concept of aging can be
described as a less individual capacity to

deal with new environmental stress situa-
tions.

This reduced ability of continuous
adaptations manifests it self through a pro-
gressive deterioration of the control mecha-
nisms which supervise the physiological
functions that take place and interact at the
sub-cellular, cellular, histological and organ
levels, is the basic mechanism to going
towards a condition of less health. 

Therefore, the aging of an individual is
usually a continuous collection of health
problems that increase with a personal fre-
quency.

The concept of frailty, in recent years,
has found its place in the international com-
munity to describe the risk of compromised
health status of an individual.1-2 Frailty is
not intended in itself as a disease state, but
an increase in the risk of contract an illness,
associated with alterations of the complex
network of human physiological functions.

In this conceptual framework, frailty is
not a disease sinsu stricto, but an intermedi-
ate position between a good functional state
and a deteriorated state, or between a state
of health and one of disease. 

Other authors3-5 have imagined the indi-
vidual fragility as a number of deficits accu-
mulated in the course of its existence.

In past years many scientists have
believed that living systems, as also other
fields of study, could be understood with a
reductionist approach. Indeed, reductionism
has obtained huge successes in recent
decades in many other scientific disciplines,
in particular, the idea was to analyze small
parts of the entire biological systems, con-
sidered entirely too complex. But, despite
the in-depth knowledge of subsets of the
system under study, the full understanding
of the biological system has not reached,
and it is now clear that we must have an
integrated point of view, a model to explain
the whole phenomenon.

Other authors6,7 have believed that a
more precise approximation of real state of
health or aging of an individual is possible
if the level of order or complexity of the
anatomical apparatus is known through the
evaluation of entropy. 

Data analysis
Software pipelines are becoming essen-

tial in data analysis especially in analyzing
wave e.g, electroencephalogram (EEG),
electrocorticogram (ECoG), electrocardio-
gram (ECG), electromyogram (EMG), etc.
The wave analysis provides to recognize
repetitive patterns that could be used to
learn better knowledge concerning the
problem under investigation. In medical
areas, waves analysis is a very popular task
especially in neurology, and cardiology

where most of the clinical-report are
obtained after analyzing ECG and ECC.
Thus, in these areas automatic wave analy-
sis tools are fundamental. 

As a general practice, the researchers
are supported only in the first phases of
waves management through simple tools
for memorization and visualization of the
raw data. On the other hand, there is a lack
in software tools can perform waves analy-
sis automatically. Indeed studies have to be
completed manually especially in studies
where it is necessary to compare several
datasets. Multiple data comparison is a long
and challenging process and requires very
expert figure to attribute a meaning to the
waves, as well as an error-prone process.
The complexity is evident in the analysis of
a single ECG raw data to figure out recur-
rent patterns in the signals, that after can be
used to detect heart failure, arrhythmias,
and so on. The evaluation becomes even
more complicated if the researcher needs to
compare a population of ECGs to make it
possible to use the pattern hidden in the
ECG diagrams to discriminate features
related with particular classes (i.e., healthy
or diseased) of the population. 

The general process of signals acquisi-
tion is depicted in Figure 1.

There are several software tools with
which to perform signal analysis,8-10 each
tool is designed to perform the analysis
from signal obtained through the electrodes
values. 

These software have been designed for
physiologic signal processing and analysis
and detection of physiologically significant
events. Some of these have been imple-
mented using Matlab environment.

All these software can perform analysis
on the signal but lacking in tool to compute
entropy or other complex physical measures.
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To compute physical quantities on ECG
data, the researchers have to use multiple
software tools taking care to make the out-
put of the previous tool in a compatible for-
mat for the next one. The creation of soft-
ware programs can be a long and difficult
task especially for users with low IT skills.

To make faster to analyze ECG data we
developed and implemented a library of
software programs in the Python 3.6 envi-
ronment to analyze multiple raw data sig-
nals. The analysis process is organized as a
pipeline where the output of the first mod-
ule becomes the input for the next one. 

The files are read one at a time and ana-
lyzed through functions that attempts to
locate QRS complexes in an ECG signal.
The results are automatically given as input
to the subsequent functions, that allow to cal-
culates the instantaneous heart rate. Finally,
the results (time series) are saved on the file
system into the specified directory. 

The second module of the implemented
pipeline, reading the data saved from the
previous module, convert the signal data
into an heart rate chart saving each single
chart in the file system. Thus, the different
charts can be analyzed and compared. 

The final module of the pipeline is the
Analyser module that for each single time
series compute the entropy, lyapunov expo-
nent, median absolute deviation, and multi-
scale entropy values to highlight repetitive
patterns into the ECG that can be used to
discriminate among subjects belong to dif-
ferent classes.

It is worthy to note that the whole
implement signal data analysis workflow is
done automatically. 

They must only be provided the directo-
ry of the file system where the data to ana-
lyze are stored, e the output directory where
results must be saved.

Materials and Methods

To contribute to the understanding of
the complex dynamics in the biophysical
signals we perform analyses of heart rate
variability (HRV) signals through the
Entropy, Lyapunov exponent, Median
Absolute Deviation and Multiscale Entropy

parameters.
Entropy has been a common index to

quantify the complexity of time series in a
variety of fields. Here, we consider entropy
to measure the complexity and disorder
degree of time series. Simulations on syn-
thetic data and tests on epileptic EEG sig-
nals have demonstrated its ability of detect-
ing the abrupt change, regardless of ener-
getic (e.g. spikes or bursts) or structural
changes. 

In recent years, entropy has been widely
applied to quantify the complexity of a vari-
ety of experimental time series and in par-
ticular physiological signal.

We focus on the variations of E as the
magnitude of entropy indicate of dynamic
changes hidden in the signal.

Lyapunov exponents 1 which provide a
qualitative and quantitative characterization
of dynamical behavior, are related to the
exponentially fast divergence or conver-
gence of nearby orbits in phase space. A
system with one or more positive Lyapunov
exponents is defined to be chaotic.

Here we consider the Lyapunov expo-
nents, which has proven to be the most use-
ful dynamical diagnostic for chaotic sys-
tems. Lyapunov exponents are the average
exponential rates of divergence or conver-
gence of nearby orbits in phase space. 

Since nearby orbits correspond to near-
ly identical states, differently, exponential
orbital divergence means that systems

with initial differences we may not be
able to resolve will soon behave quite dif-
ferently and predictive ability is rapidly
lost. Any system containing at least one
positive Lyapunov exponent is defined to be
chaotic. 

In mathematics, the Lyapunov time (T1)
is the characteristic timescale on which a
dynamical system becomes chaotic. T1 is
defined as the inverse of a system’s largest
Lyapunov exponent. The Lyapunov time
mirrors the limits of the predictability of the
system.

The method of multiscale entropy
(MSE) analysis is useful for investigating
complexity in physiologic signals and other
series that have correlations at multiple
(time) scales.11,12 MSE analysis is a method
of measuring the complexity of time series.
This tool can be applied both to physical

and physiologic time series. MSE can be
used with differents method for calculating
the entropy. We have used MSE, where
entropy is evaluated using the sample
entropy (SampEn).13 SampEn is a refine-
ment of the approximate entropy family
introduced by Pincus.14 Both have been
widely used for the analysis of physiologic
data sets.15,16 A high MSE value indicates a
more complex time series.

The median absolute deviation is a
measure of statistical dispersion. The MAD
is a robust measure of the variability of a
sample of quantitative data. Moreover, the
MAD is a robust statistic, being more
resilient to outliers in a data set than the
standard deviation. In the standard devia-
tion, the distances from the mean are
squared, so large deviations are weighted
more heavily, and thus outliers can heavily
influence it. In the MAD, the deviations of
a small number of outliers are irrelevant.

Results and Discussion

An important question is whether the
heterogeneous physiologic time series aris-
es from external or intrinsic stimuli, which
carry the system away from a homeostatic
state. An suggestive alternative is ipothesis
that physiologic fluctuations are, at least in
part, due to the underlying dynamics of the
system.

The aging process causes a continuous
deterioration of control systems of the
human body, which are present at different
levels: molecular, cellular, organ and sys-
temic. These control mechanisms govern the
complex network of physiological functions.

The processes is continuous, and in this
way the body responds immediately to any
type of environmental stress through a
process called oleodynamic,17 introduced by
Yates,18 which aims to bring back the sys-
tem to the normal state of homeostasis
through the continuous interaction of sever-
al mechanisms of regulation and control;19,20

Recently, several authors have proposed
new concepts to describe the dynamics of
physiological systems in order to predict
future health states.21-23 These concepts, are
generally based on the use of methods used
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Figure 1. The general waves acquisition process.
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in physics in the field of nonlinear dynamics
(chaos theory) and statistical physics and the
use of concept of fractals24 to try to under-
stand, quantify and model the aging of
human body,25,26 seen as a variation of the
complexity of physiological dynamics. In
fact, it has been observed that different phys-
iological processes (heart rate, anatomy of
the respiratory tract, vascular system and the
intricate network of the neurological system)
have fractal properties (temporal and spatial)
of self-similarity;27,28 therefore, it is becom-
ing clear that it is necessary to consider them
as complex systems, and their development
over time, cannot be fully understood with-
out using new techniques.

A proper method to understand the
complexity of a system is to measure
entropy. This method is conceptually linked
to the classical physics of a thermodynamic
system and indicates the degree of overall
order of the molecules that compose it.

Complex systems can give rise to col-
lective behaviours, which are not simply the
sum of their individual components29 but
involve any single units constantly interact-
ing with their environment. The way in
which this happens is still a mystery.
Understanding the emergence of ordered
behaviour of spatio-temporal patterns and
adaptive functions appears to require global
concepts and tools.

Beyond its common use, the physical
meaning of the word chaos does not mean
disorder or confusion. It indicates a specific
system with dynamical behaviour. Today,
several methods are available to character-

ize chaotic systems. An important physical
quantity is just entropy.30

Entropy is a major thermodynamic
quantity describing the amount of order in a
system, and it supplies an important
approach for the analysis of a system that
evolves in the time, which can be regarded
as a source of information. From a micro-
scopic point of view, the second law of ther-
modynamics tells us that a system tends to
evolve towards a condition, which has the
largest number of accessible states compat-
ible with the macroscopic conditions.
Maximum entropy corresponds to the max-
imum number of possible microscopic posi-
tions (high fractal complexity).31

In recent years, many researchers and
clinicians investigating human aging
noticed that a loss of fractal complexity of
anatomical structures and physiological
processes, have used the concept of entropy
to estimate changes in fractal complexity or
irregularities in the dynamics of physiolog-
ical systems.32,33

Recently other authors34 believe that a
more accurate calculation of the real state of
health or frailty of an individual is possible
assessing the level of order or complexity of
biodynamic signals through the measure-
ment of entropy. 

In this paper a signal analysis method
based on Entropy (S), Lyapunov exponent
(1), Median Absolute Deviation (MAD),
Multiscale Entropy (MSE), is proposed to
estimate the complexity of long-range tem-
poral correlation heart rate (HR) time series
for a healthy young man (30 yr old) and

healthy elderly man (82 yr old).
Figure 2 shows the heart rate (HR) time

series for a healthy young person (entropy
value is 5.89) and Figure 3 shows the HR
series for an healthy elderly person (with
entropy value of 3.88). In this last case, the
cardiac dynamics appear very different with
respect to the dynamics of the young per-
son, in fact the lower complexity of the sig-
nal is evident and therefore its low entropy
value. 

We further analyzed the two data sets
(young and old) through the Lyapunov
exponent (λ), of the median absolute devia-
tion (MAD) and MSE. 

The data analysis of the two time series
shows:

Elderly Subject: E: 3.88 MAD: 0.4438
MSE:1.47 1: − 0.0012  T1: ——

Young Subject: E: 5.89 MAD: 3.3967
MSE:2.09 1: 0.00811 T1:123.26

The young subject has a much higher
MAD value than the elderly subject and this
is justified by the fact that, as is also shown
in Figure 2, data of the young person are
much more grouped than the other data
series.

In the elderly subject, the maximum
exponent of lyapunov has a very small neg-
ative value (1: −0.0012) that shows a regu-
lar cardiac dynamics. In contrast, in the
young subject, the positive value of λ shows
the presence of a chaotic dynamic with a
lyapunov time of T1:123.26 (s).

                             Article

Figure 2. Heart rate time series for a healthy young man (30 yr).
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To quantify, therefore, the nonlinear
value of E and λ of a biological signal, is
equivalent to measure the complexity of the
dynamical system examined.

The higth valus of MSE in the time
serie of the young subject, indicate the pres-
ence of self-similarity properties and there-
fore fractal properties. 

Unlike the conventional idea of illness
and old age in medicine a state of health is
described by a state of normal irregularity
(chaotic state) while the disease or old age
would be characterized by an increase in
regularity. Life, according to Eigen’s stud-
ies35 (Quasispecies theory) arises in the
transition zone between order and chaos
precisely where fractal structures are born.

We wish to emphasize that the age-
related loss of fractal organization in HR
dynamics reflect the degradation of physio-
logical regulatory systems. Furthermore,
the entropy values set as variable within a
Poisson distribution can predict the level of
personal vulnerability.34 The poisson distri-
bution, is considered a valid conceptual
model to describe the evolution of the state
of health of a particular organ or whole
body. 

Conclusions

In recent years, many research groups
are trying to quantify the physiological sig-
nals of an individual, proposing new models
to assess the complex dynamics of biologi-

cal control systems. These new methods
could improve overall understanding of the
physiological system of the human organ-
ism, by adopting new models and experi-
mental paradigms, such as those of fractali-
ty and entropy and studying, at the same
time, the chaoticity of the biodynamic sig-
nal through Lyonunov exponent and the
value of Multiscale Entropy, which have the
ability to direct from an organ medicine to a
modern systemic medicine.

The conceptual hypothesis that links
aging, frailty, chaotic state or regularity and
disease, suggests new methods for identify-
ing possible future health conditions in rela-
tion to biodynamic signals described as
changes in the values of entropy and
Lyonunov exponent. In fact, considering the
level of order or complexity of the anatom-
ical apparatus by measuring the physical
quantities, which are the entropy, the MSE
and the λ, we could evaluate the health sta-
tus or vice versa fragility of a biological
system.

A relevant aspect is that such knowl-
edge is early compared to those who can
supply the traditional methods of clinical
investigation. 
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